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Problem statement

Assume we have
I a statistical model p(Y |θ)

I a prior distribution p(θ)

I a one-dimensional parameter θ
We want to quantify the prior information as

I an equivalent number of observations (events for the
time-to-event setting)

I the prior effective sample size (ESS), an intuitive and
useful metric
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Motivation: two applications

1. Assume we have historical control data from previous
trials.

Knowing the ESS from the respective historical data prior
for the control parameter helps designing an upcoming
randomized trial with a smaller control group.

2. Hierarchical (borrowing) analyses for small subgroups.

The posterior ESS is a useful metric to quantify the amount
of information for each subgroup.
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ESS for conjugate priors

The ESS is well-understood for conjugate Bayesian analyses,
for example

I data N(θ, σ2), known σ, prior θ ∼ N(m, σ2/n0), ESS = n0

I data Bin(n, θ), prior Beta(a,b), ESS = a + b
I data Pois(θ), prior Gamma(a,b), ESS = b
I data Exp(θ) (θ = mean), prior Gamma(a,b), ESS = a

There are three justifications for the respective ESS.
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Justification 1: prior-to-posterior updating rule

The ESS follows directly from the updated posterior
parameters.

Binomial-Beta example:
I posterior: θ|r ∼ Beta(a + r ,b + n − r)

I updating rule: a→ a + r , b → b + n − r
(a,b = “prior number of successes and failures”)

I ⇒ ESS = a + b

7 (51) Predictively consistent prior ESS (Neuenschwander)



Problem statement and motivation
Methods

Applications
Summary and Outlook

Conjugate analyses
General case
ESS comparisons: examples
Predictive consistency
Computations

Justification 2: posterior mean (a weighted average)

Posterior mean = weighted average of prior mean and sample
mean (standard parameter estimate from data)

Binomial-Beta example:

I posterior mean: a+r
a+b+n =

(a+b) a
a+b+n r

n
a+b+n

I the non-normalized weights of prior and data are a + b and
n, respectively

I ⇒ ESS = a + b
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Justification 3: variance ratio

Ratio of
I the expected variance from one observation.
I and the prior variance of the mean parameter θ

ESS =
Eθ{Var(Y1|θ)}

Var(θ)

Binomial-Beta example:
I one-unit variance:

Eθ{Var(Y1|θ)} = Eθ{θ(1− θ)} = ab
(a+b)(a+b+1)

I prior variance: Var(θ) = ab
(a+b)2(a+b+1)

I ⇒ ESS = a + b
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ESS: general case

We now move to the general, non-conjugate case.
I A conjugate prior does exist but another prior is used.

For example, priors derived from historical data via a
hierarchical model are not conjugate.

I A conjugate prior does not exist.

ESS conjugacy requirement:
if the prior is conjugate, the general ESS method (formula)

should give the known ESS.
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Methods

In the following, three methods will be discussed. They build on
the variance/precision-ratio justification 3 from the conjugate
case.

I variance/precision-ratio methods
I Morita-Thall-Müller method [4]
I expected local-information-ratio (ELIR) method (new, [7])
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One-unit Fisher information and prior information

Data: the information for one observation unit is the Fisher
information

iF (θ) = EY1|θ{iF (Y1, θ)} = −EY1|θ{
d2 log p(Y1|θ)

dθ2 }

Analogously, the prior information is defined as

i(p(θ)) = −d2 log p(θ)

dθ2

Note: these are functions of the parameter, not single numbers:
so we can’t simply take the ratio of the two to obtain the ESS.
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Variance/precision-ratio ESS (ESSVR,ESSVR)

Following justification 3, the variance-ratio and precision-ratio
ESS are defined as:

ESSVR =
Eθ{i−1

F (θ)}
Var(θ)

, ESSPR =
Var−1(θ)

Eθ{iF (θ)}
(1)

14 (51) Predictively consistent prior ESS (Neuenschwander)



Problem statement and motivation
Methods

Applications
Summary and Outlook

Conjugate analyses
General case
ESS comparisons: examples
Predictive consistency
Computations

Morita-Thall-Müller ESS (ESSMTM)

I Morita, Thall and Müller [4] proposed another (more
complicated) method, which turns out to be a version of
the precision-ratio method.

I Idea: find sample size m such that

information of prior p(θ)
=

expected (under p(θ)) posterior information
(under a vague prior p0(θ))

I Vague prior p0(θ): E(p0(θ)) = E(p(θ)) = θ̃
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Morita-Thall-Muüller ESS (ESSMTM)

Formally: ESSMTM is the integer m that minimizes

|i(p0(θ̃)) + EYm{iF (Ym; θ̃)} − i(p(θ̃)| (2)

...the distance (evaluated at the prior mean θ̃) between
I the first two terms: the expected posterior information for a

sample of size m based on the vague prior p0(θ)

I third term: the information of the actual prior
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ESSMTM ...comments

1. Evaluation at the mean! MTM point out that this is
necessary to fulfill the ESS conjugacy requirement, i.e.,
correct ESS under conjugacy.

2. The vague prior p0 is not unique: a minor issue because
the respective prior information i(p0(θ̃)) is small anyway
(usually 1 or 0).

3. Restriction to integers not really needed
4. MTM give an algorithm to obtain the ESS
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ESSMTM ...simplified

I Note that EYm{iF (Ym; θ̃)} = m · EY1{iF (Y1; θ̃)}. This avoids
the original minimization problem and leads to

ESSMTM =
i(p(θ̃))− i(p0(θ̃))

EY1{iF (Y1; θ̃)}
(3)

I i(p0(θ̃)) = 0 and replacing EY1{iF (Y1; θ̃} by iF (θ̃) leads to a
further simplication (Gene Penello, CDRH-FDA)

ESSMTM.P =
i(p(θ̃))

iF (θ̃)
(4)
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Expected local-information-ratio (ESSELIR)

We propose the following ESS:
I the expected local-information-ratio ESS

ESSELIR = Eθ{
i(p(θ))

iF (θ)
} (5)

I Note the similarity to

ESSMTM.P =
i(p(θ̃))

iF (θ̃)
θ̃ = prior mean (6)

a plug-in version of ESSELIR

I Result: ESSELIR fulfills the ESS conjugacy requirement
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Example: ESSELIR for binomial data with Beta prior

I Binomial-Beta example: r |θ ∼ Bin(n, θ), θ ∼ Beta(a,b)

I Fisher and prior information

iF (θ) =
1

θ(1− θ)
, i(p(θ)) =

a− 1
θ2 +

b − 1
(1− θ)2

I ESSELIR =

Eθ{(a−1)
1− θ
θ

+(b−1)
θ

1− θ
} = (a−1)

b
a− 1

+(b−1)
a

b − 1

= a + b (a,b > 1)
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ESSELIR for natural parameter in exponential family

I One-parameter exponential family with natural parameter
η, and conjugate prior:

p(y |η) = exp{yη −M(η)}, p(η) = exp{n0m0η − n0M(η)}

I Fisher and prior information, ESSELIR

iF (θ) = d2M(θ)/dθ2, i(p(θ)) = n0·d2M(θ)/dθ2,ESSELIR = n0

I Binomial-Beta example:

η = log{θ/(1− θ)},M(η) = log{1 + exp(η)},

n0 = a + b (a,b > 0)
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Comparison: two examples

The methods
I look very similar
I fulfill the ESS conjugacy requirement for the standard

one-parameter exponential families
I will now be compared for two examples:

1. normal data and Student-t prior
2. exponential data and generalized Gamma prior
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Example 1: normal data, Student-t prior

Normal data with mean θ, known variance σ2, t(df) prior with
scale s.
The heavy-tailed prior is robust against prior-data conflict
(O’Hagan [8], O’Hagan and Pericchi [9])

iF (θ) = 1/σ2, i(p(θ)) =
1
s2

df + 1
df

1− θ2/df
(1 + θ2/df )2

ESSVR = ESSPR = (σ/s)2 df − 2
df

(df > 2)

ESSMTM = (σ/s)2 df + 1
df

(df > 1)

ESSELIR = (σ/s)2 df + 1
df + 3
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ESS for example 1

ESS for normal data with Student-t prior: (σ/s)2 = 100

df VR PR MTM MTM.P ELIR
2 — — 150 150 60
3 33 33 133 133 67
4 50 50 125 125 71
5 60 60 120 120 75
10 80 80 110 110 85
50 96 96 102 102 96
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Example 2: exponential data, gen-Gamma prior

Exponential data with hazard θ, generalized Gamma prior with
shape, scale, and family parameter a, s, and f :

p(θ) =
fθa−1 exp{−(θ/s)f )}

saΓ(a/f )

More flexible than Gamma prior, may be useful to fit a prior with
expert-elicited median and interquartile range.
Special cases: Gamma (f = 1) and Weibull (f = a)

iF (θ) = 1/θ2, i(p(θ)) = (a− 1)/θ2 + f (f − 1)θf−2/sf

ESSELIR = af − 1

The other ESS can also be obtained analytically.
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ESS for example 2

ESS for exponential data with gen-Gamma prior (a, s = 1, f )

distribution a f VR PR MTM MTM.P ELIR
Gamma 9.00 1.00 10.0 6.2 9.0 8.0 8.0
Weibull 3.00 3.00 8.6 3.5 7.3 6.3 8.0

gen-Gamma 2.54 3.54 7.9 2.3 6.4 5.4 8.0

Gamma 25.00 1.00 26 22 25 24 24
Weibull 5.00 5.00 20 15 18 17 24

gen-Gamma 4.52 5.52 19 14 16 15 24

Gamma 121.00 1.00 122 118 121 120 120
Weibull 11.00 11.00 84 79 77 76 120

gen-Gamma 10.51 11.51 81 76 74 73 120

27 (51) Predictively consistent prior ESS (Neuenschwander)



Problem statement and motivation
Methods

Applications
Summary and Outlook

Conjugate analyses
General case
ESS comparisons: examples
Predictive consistency
Computations

Outline

Problem statement and motivation

Methods
Conjugate analyses
General case
ESS comparisons: examples
Predictive consistency
Computations

Applications
1. ESS for historical data prior
2. Hierarchical subgroup analyses

Summary and Outlook

28 (51) Predictively consistent prior ESS (Neuenschwander)



Problem statement and motivation
Methods

Applications
Summary and Outlook

Conjugate analyses
General case
ESS comparisons: examples
Predictive consistency
Computations

The predictive consistency criterion

So far, we have seen various ESS methods, which
I fulfill the ESS conjugacy requirement
I can differ considerably for non-conjugate priors

This is a major problem. Which method should be used?
More than the ESS conjugacy requirement is needed.

Predictive consistency:
for a sample of size M, the expected

posterior ESS must be the sum of the prior ESS and M.

Do the methods fulfill this basic requirement?
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Predictive consistency? Normal-t example

Prior ESS and expected posterior ESS −M

prior ESS (expected posterior ESS)–M
method M=10 M=100 M=1000

df=2 VR — 36 54 60
MTM 150 95 74 63
ELIR 60 60 60 60

df=5 VR 60 63 72 76
MTM 120 107 87 77
ELIR 75 75 75 75

df=50 VR 96 96 96 97
MTM 102 101 99 97
ELIR 96 96 96 96

Only ESSELIR is predictively consistent.
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Predictive consistency? Exponential-Weibull example

prior ESS (expected posterior ESS)–M
a = 3 VR 8.6 9.6 10 10

PR 3.5 5.6 6.0 6.2
MTM 7.3 8.2 8.8 9.0
ELIR 8 8 8 8

a = 7 VR 36 41 49 50
PR 32 37 45 46

MTM 33 37 45 49
ELIR 48 48 49 48

a = 11 VR 84 91 111 121
PR 79 86 107 117

MTM 77 82 100 116
ELIR 120 120 121 121

31 (51) Predictively consistent prior ESS (Neuenschwander)



Problem statement and motivation
Methods

Applications
Summary and Outlook

Conjugate analyses
General case
ESS comparisons: examples
Predictive consistency
Computations

ESSELIR: proof of predictive consistency

YM : predictive data of size M, with posterior ESS

ESS(p(θ|YM)) = Eθ|YM
{ i(p(θ))− d2 log p(YM |θ)/dθ2

iF (θ)
}

Expected posterior ESS under prior predictive distribution

EYM

[
Eθ|YM

{ i(p(θ))− d2 log p(YM |θ)/dθ2

iF (θ)
}
]

= Eθ

[
EYM |θ{

i(p(θ))− d2 log p(YM |θ)/dθ2

iF (θ)
}
]

= Eθ{
i(p(θ)) + MiF (θ)

iF (θ)
} = ESS(p(θ)) + M
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Computational aspects

I If the integral in ESSELIR is not available analytically:
I obtain ESSELIR by simulation
I for large S, simulate θs (s = 1, . . . ,S) from the prior and

then take the mean of the i(p(θs))/iF (θs) ratios
I If the prior is only available as an MCMC sample

I approximate the prior by a mixture of standard distributions
I Diaconis and Ylvisaker [3] showed that this can be done to

any degree of accuracy
I Software: e.g., RBesT R-package [15], SAS PROC FMM

[11]
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1. Prior ESS for historical data prior

A small proof-of-concept (PoC) trial (Baeten et al. [1])
I Disease: ankylosing spondylitis, a chronic inflammatory

disease
I Binary endpoint: response at week 6
I Randomized trial: secukinumab (T) vs. placebo (C)

I Standard design: would require n = 24 per arm
I Historical placebo data from 8 trials→ prior p(πC)

I What is the prior’s ESS?
I A historical data design was used with nT = 24,nC = 6
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1. Historical data and MAP prior

Median and 95%-intervals for event and MAP event rate for new trial (left
panel), and MAP prior density (solid line) with two-component Beta mixture

approximation (dashed line) (right panel).
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1. Historical data prior: MAP prior

I Data model: rj |πj ∼ Bin(nj , πj)

I Parameter model: on log-odds scale, θj = log{πj/(1− πj)}

θ1, . . . , θ8, θ?|µ, τ ∼ N(µ, τ2)

I Prior distributions: µ ∼ N(0,102), τ ∼ half-N(scale=1)
I meta-analytic-predictive prior for new study (Spiegelhalter

et al. [13], N et al. [5], Schmidli et al. [12], Viele et al. [16]):

p(θ?|r = (r1, . . . , r8))

I Appproximations to the MCMC MAP prior:
single moment-matching Beta (poor approximation),
2- and 3-component Beta mixtures
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1. ESS for MAP prior

Prior ESS for historical data prior

MAP prior approximation ESSELIR

Beta(6.3, 18.3) 25
0.67 · Beta(16.30, 49.74) + 0.33 · Beta(3.1, 8.1) 35

0.53 · Beta(6.1, 18.1) + 0.37 · Beta(30.0, 91.7) + 0.10 · Beta(2.1, 4.7) 36

ESS for the other (predictively inconsistent) ESS
I variance-ratio: 26 (same for the three priors)
I MTM: 25, 55, 79 (!)
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2. Posterior ESS for hierarchical subgroup analyses

A phase II (Chugh et al. [2], Thall et al. [14])
I Single arm design: to assess the effect of imatinib in 10

histological subtypes of sarcoma
I Binary endpoint: clinical benefit response (CBR)
I 179 patients: subtype sampe sizes between 2 and 29
I Similar response rates expected
I Design (Thall et al. [14]) based on a hierarchical model

(HM)
I How much information can be gained by the HM analysis?
I What is the posterior ESS for each subgroup?
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2. Hierarchical models

I HM-100: the original model, same (full exchangeability)
model as for application 1:

θ1, . . . , θ10|µ, τ ∼ N(µ, τ2)

I Robust versions: mixtures with weights wj for the above
model and 1− wj for independent priors for each θj .
Three robust models:
HM-90, HM-75, HM-50 (wj = 0.9,0.75,0.5)
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2. Posterior ESS for HM analyses

Substantial information gains even for robust HM analyses

HM-100 HM-90 HM-75 HM-50
Subtype r/n (%) ESS
Angiosarcoma 2/15 (13) 65 60 51 35
Ewing 0/13 (0) 56 46 36 24
Fibrosarcoma 1/12 (8) 61 55 45 30
Leiomyosarcoma 6/28 (21) 78 71 62 47
Liposarcoma 7/29 (24) 75 66 57 44
MFH 3/29 (10) 74 68 61 46
Osteosarcoma 5/26 (19) 77 72 62 48
MPNST 1/5 (20) 55 49 39 23
Rhabdomysarcoma 0/2 (0) 52 44 33 18
Synovial 2/20 (15) 71 66 58 42
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Summary and Outlook

I ESS is an intuitive metric and is particularly useful for
sample size determinations in clincial trials with prior
information.

I There are various, similar precision-ratio methods
available, which fulfill the minimal ESS conjugacy
requirement.

I Somewhat surprisingly, the ESS can differ considerably.
I Only the newly proposed expected local-information-ratio

ESSELIR fulfills the predictive consistency requirement.
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Summary and Outlook

More research needed:
I What is the ESS if ESSELIR does not exist (undefined

integral)?
I Are there other definitions of ESS that fulfill both

requirements?
I For the multivariate case, θ = (θ1, . . . , θm), what is the ESS

for each parameter and the vector θ?
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