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Overview

Notations

Credible intervals
Equal-tails intervals (ETs)
Highest density intervals (HDs)

Traditional SSD criteria
length criteria
location criteria

New SSD criteria
A – Based on discrepancy between alternative exact intervals
B – Based on discrepancy between approximate and exact intervals
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Notations

parametric model
{fn(·; θ), θ ∈ Ω}

data
xn = (x1, · · · , xn)

prior distribution
π(θ)

posterior distribution

π(θ|xn) = fn(xn|θ)π(θ)∫
Ω fn(xn|θ)π(θ)dθ
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Parameter

θ represents

unknown effect of a treatment

unkwown difference between effects of treatments

. . .

Θ is a random variable
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Credible interval

A (1− γ)-credible interval

C(xn) = [`(xn), u(xn)]

is subset of Ω (parameter space)

depends on xn and π(θ)

has posterior probability equal to 1− γ

P [Θ ∈ C |xn] =
∫

C
π(θ|xn)dθ = 1− γ
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Credible interval
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ET and HD credible intervals

Equal-tails intervals (ETs)

Ce(xn) = [`e(xn), ue(xn)]

Highest (posterior) density intervals (HDs)

Ch(xn) = [`h(xn), uh(xn)]
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Equal-tails intervals

`e = q γ
2

ue = q1− γ
2
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Equal-tails intervals

Ce = [`e , ue]

P[`e ≤ Θ ≤ ue |xn] = 1− γ

P[Θ ≤ `e |xn] = Pr [Θ ≥ ue |xn] = γ
2

Features

easy-to-obtain
invariant under transformation
non-optimal in length
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Highest posterior density intervals
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Highest posterior density intervals

Ch = [`h, uh]

P[`e ≤ Θ ≤ ue |xn] = 1− γ

π(θ|xn) ≥ h1−γ , ∀ θ ∈ Ch

Features

not easy-to-obtain
not invariant under transformation
optimal in length
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Credible intervals and sample size

As n increases, posterior density tends

to concentrate around θ∗

to symmetrize
to normalize
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Credible intervals and sample size
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Credible intervals and sample size

As n increases, alternative credible intervals tend

to become shorter and shorter
to concentrate around θ∗ (true parameter value)
to coincide
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Traditional Bayesian SSD criteria

Consider

C(Xn) = [`(Xn), u(Xn)]

where Xn is random

Look at

Length: want C to be short

Location: want C either inside or outside a range of equivalence
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Criteria based on Length

To control precision of intervals

Consider
C(Xn) = [`(Xn), u(Xn)]

Define
L(Xn) = u(Xn)− `(Xn)

Determine

min n ∈ N : E[L(Xn)] < ε
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Criteria based on Location (cont.)

To control the location of C w.r.t. a range of equivalence

I = [θi , θs ] ⊂ Ω

Superiority trials

min n ∈ N : E[`(Xn)] > θs

Inferiority trials

min n ∈ N : E[u(Xn)] < θi

Equivalence trials

min n ∈ N : E[`(Xn)] > θs and E[u(Xn)] < θi
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Criteria based on Location

6.3 SPECIFICATION OF NULL HYPOTHESES

Attention in a trial usually focuses on the null hypothesis of treatment equiva-
lence expressed by ! ¼ 0, but realistically this is often not the only hypothesis of
interest. Increased costs, toxicity and so onmaymean that a certain improvement
would be necessary before the new treatment could be considered clinically
superior, and we shall denote this value !S. Similarly, the new treatment might
not actually be considered clinically inferior unless the true benefit were less than
some threshold denoted !I . The interval between !I and !S has been termed the
‘range of equivalence’ (Freedman et al., 1984); often !I is taken to be 0.

This is not a specifically Bayesian idea (Armitage, 1989) and can be con-
sidered as representing an interval null hypothesis. Figure 6.1 shows the

A = old superior

B = new not superior

C = equivocal

C+ = equivocal

D = old not superior

E = new superior

old treatment
superior

range of
equivalence

new treatment
superior

θS θθI

Figure 6.1 Possible situations at any point in a trial’s progress, derived from super-
imposing an interval estimate (say, 95%) on the range of equivalence.

184 Randomised controlled trials

Chapter 6 Randomised Controlled Trials 17.11.2003 4:52pm page 184

E. new treatment  
is superior

A. old treatment  
is superior

B. new treatment  
is not superior

C. equivocal

C*. equivalence

D. old treatment   
is not superior
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Example (equivalence)
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Alternative approaches

Based on

consensus

A) between alternative exact intervals
equal-tails intervals
highest density intervals

B) between approximate and exact intervals
intervals based on normal approximations
highest density intervals and/ or equal-tails intervals
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Motivations

Why do we want consensus?

A) want an exact interval with the good properties of both ETs and
HDs

B) want an approximate interval that is

easy to compute

close to an exact credible interval
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Part A – Consensus between ETs and HDs

Ideal

an interval with good properties of both ETs and HDs
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Bad news - good news!

small n: ETs and HDs do not coincide (in general)

large n: closer and closer
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Idea!

proceed as follows

quantify the discrepancy between Ce and Ch

consider the discrepancy as a random variable

evaluate the expected value of the discrepancy

select the smallest sample size such that the expected discrepancy
is small
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Discrepancy between Ce and Ch

more formally

Dn(xn) = d(Ce ,Ch)

Dn(Xn) as a random variable

eD
n = E[Dn]

n∗, optimal sample size as

n∗ = min{n ∈ N : eD
n ≤ ε}
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Types of discrepancies between intervals

Alternative measures Dn, based on

distance between bounds of Ce and Ch

difference in probabilities of tails between Ce and Ch
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“Bounds” discrepancy

Bn = |`e − `h|+ |ue − uh|

eB
n = E[Bn]

n∗ = {minN : eB
n < ε}

BUT: eB
n is not a relative measure
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“Tails” discrepancy

Idea

note that as n increases Ch becomes an ET interval

define a measure Tn such that is

- equal to zero if Ch has tails-probability both equal to γ
2

- greater than zero if the tails-probability of Ch are not equal to γ
2
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“Tails” discrepancy

It can be easily shown that

Tn(xn) = |2Fn(`h|xn)− γ|
γ

is a relative measure of discrepancy between Ch and the ET interval

(where Fn(·|xn) is the posterior c.d.f)
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“Tails” discrepancy and SSD

Therefore

n∗ = {minN : eT
n < ε}

where

eT
n = E[Tn]
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Main comments

n∗ increases with

credibility level 1− γ

asymmetry of the likelihood function

asymmetry of the prior density
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Example (Poisson model): effect of 1− γ
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Example (Poisson model): effect of likelihood
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Example (Poisson model): effect of prior
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Example (Poisson model): relationships with skewness

Tn(x) is a measure of skewness of π(θ|xn)

Equivalent to

An(xn) = µ̄3(xn)
σ3(xn)

Consequence
eT

n
eA

n
' 1
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Example (Poisson model): relationships with skewness
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Example (Poisson model): optimal sample sizes

n∗ using eT
n

1− γ 0.9 0.8 0.7
ε 0.15 0.2 0.25 0.15 0.2 0.25 0.15 0.2 0.25
1 83 47 30 60 34 22 48 27 17

θd 2 42 24 15 30 17 11 24 14 9
3 28 16 10 21 12 8 16 9 6

θd = design value of θ
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Part B – Approximate and exact intervals

Let

C̃ = [˜̀n, ũn]

be an approximate credible interval.

For instance the likelihood interval

C̃ = [θ̂ − z1−α
2

√
In(θ̂)−1, θ̂ + z1−α

2

√
In(θ̂)−1]
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Approximate intervals

Want minimum n such that C̃ is approximately

(1− γ)-credible interval

ET interval

HD interval
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Measures of discrepancy for approximate intervals

Define 3 measures of discrepancy

Pn, Tn, Bn

such that

small Pn ⇒ C̃ is approximately a (1− γ) CI

small Tn ⇒ C̃ is is approximately ET

small Bn ⇒ C̃ is is approximately HD
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SSD for approximate intervals

For SSD, consider

eP
n = E[Pn]

eT
n = E[Tn]

eB
n = E[Bn]
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Example: approx CI for log-odds (eP
n = E[Pn])
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Example: approx CI for log-odds (eT
n = E[Tn])
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Example: approx CI for log-odds (eB
n = E[Bn])
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Example: approx CI for log-odds (coverage)
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Final comments

1 Selection of measures of discrepancy

2 Difficulties in fixing some thresholds (Bn is not a relative measure)

3 Relationhips with other SSD criteria

4 Multiparametric problems
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“Tails” discrepancy

Idea: check when the HD interval becomes an ET interval

Ch = [`h, uh]

Fn(·|xn) (posterior c.d.f)

Fn(`h|xn) and 1− Fn(uh|xn)

T1 = |Fn(`h|xn)− γ/2| and T2 = |1− Fn(uh|xn)− γ/2|
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“Tails” discrepancy (cont.)

Note that

T1 + T2 = |2Fn(`e |xn)− γ|

0 ≤ |2Fn(`e |xn)− γ| ≤ γ

Therefore a relative measure of discrepancy is

Tn(xn) = |2Fn(`h|xn)− γ|
γ
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“Tails” discrepancy (cont.)

Tn(xn) = |2Fn(`h|xn)−γ|
γ

eT
n = E[Tn]

n∗ = {minN : eT
n < ε}
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Measures of discrepancy for approximate intervals

C̃(xn) = [˜̀n, ũn] is

approximately 1− γ if

Pn = |Fn(ũn)− Fn(˜̀n)− (1− γ)| small

approximately ET if

Tn = |Fn(ũn)− γ

2 |+ |1− Fn(˜̀n)− γ

2 | small

approximately HD if

Bn = |˜̀n − `h|+ |ũn − uh|

IBIG - 1st Italian Bayesian Day - Torino, May 10 2019 53 of 53


